Aero-structural optimization-based tailoring of bridge deck geometry
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A B S T R A C T

The deck cross-section is usually identified in engineering practice as the most important design variable in the wind-resistant design of long-span bridges. This is certainly true in most cases since it controls the aerodynamic and mechanical contribution of the deck to the global bridge performance. However, the effectiveness of deck shape modifications to handle the aeroelastic constraints is highly influenced by the aeroelastic performance requirements. This paper seeks to delve into the aero-structural design optimization of long-span bridges by analyzing possible design scenarios depending on the ability of the deck shape to meet the imposed aeroelastic requirements. A long-span cable Stayed bridge is optimized focusing on the buffeting response and considering different sets of limit values for the design constraints. According to the effectiveness of the deck shape design variables and other size design variables to manage the aeroelastic design constraints, three types of aero-structural optimization problems are identified: type I, aeroelastic constraints are not active and structural constraints drive the design; type II, aeroelastic constraints are active and effectively controlled by deck shape modifications; and type III, aeroelastic constraints are active and demand both shape and size modifications. The engineering significance for practical design is discussed.

1. Introduction

Structural optimization has been possible since the 1960s, when optimization theory, structural analysis, and computer hardware were integrated, giving rise to what was defined in those days as structural synthesis (Schmit [1,2]). Later, in the 1970s, gradient-based optimization algorithms were applied for the first time to the aerodynamic shape optimization of aircraft wings (Hicks et al. [3] and Hicks and Henne [4]). This technique has been further developed in the aerospace research field and industry to the present day, and a large amount of research has been published dealing with both aerodynamic shape optimization (Reuther et al. [5] and Lyu et al. [6]) and aero-structural shape optimization (Martins et al. [7] and Jasa et al. [8]) of aircraft wings.

Despite the positive environmental and economic impact of structural optimization (Lagaros [9]), the application of computational design techniques in wind engineering is still in the developmental phase, but it has been gaining momentum (Kareem [10]). In recent years, research about aerodynamic shape optimization was developed for tall buildings (Bernardini et al. [11], Elshaer et al. [12] and Ding and Kareem [13]), high-speed trains (Li et al. [14] and Muñoz Paniagua and García [15]), and barriers for windblown sand mitigation (Horvat et al. [16]).

In the bridge engineering field, the application of structural optimization approaches is scarce and primarily confined to research activities. It is difficult to find existing civil structures whose design has been conducted using optimization algorithms. One example is a 300 m footbridge built on the campus of the University of Aveiro, Portugal, where the location of the nodes of its truss beam was defined by an optimization algorithm (Azavedo et al. [17]). In the case of cable-supported bridges, the first applications at the research level of structural synthesis were carried out in the 1990s by Simões and Negrão [18], optimizing different elements of a cable-stayed bridge considering design constraints related to gravitational loads. Later, Baldomir et al. [19] presented a formulation for the estimation of the optimum prestressing forces of the stays of a cable-stayed bridge without inner loops in the optimization process, which allows the efficient optimization of the cable supporting system. The determination of optimum cable forces is an important design task that affects the overall design of the bridge, and several authors have contributed to this topic thus far, e.g. Hassan et al. [20]. Further developments in the optimization of cable supporting systems and bridge deck designs considering structural constraints have addressed the specific challenges of each bridge typology. Interesting contributions can be found in Lonetti and Pascuzzo [21], which deals with the optimum design of
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hybrid cable-stayed suspension bridges, Fabbrocino et al. [22], which carries out a pre-tensioning optimization of lattice structures forming composite cable-stayed bridges, and Arelano et al. [23], where the design optimization of criss-cross cables was addressed, among many others.

Furthermore, multidisciplinary optimization approaches were developed in order to include design constraints different from the classical behavior constraints related to structural responses under gravitational loads. For instance, the first application of optimum design taking into account hazardous phenomena was reported by Simões and Negrão [24], considering earthquake-related design constraints. Later applications adopting dampers to mitigate earthquake effects were authored by Ferreira and Simões [25]. In recent contributions by Ferreira and Simões [26], the dynamic lock-in phenomenon caused by pedestrian loading in footbridges has been considered in the optimization problem. A comprehensive review of cable-stayed bridge optimization can be found in Martins et al. [27].

Focusing on the aeroelastic phenomena (Larsen and Larose [28]), the first contribution to the gradient-based aeroelastic design of bridges was developed by Jurado and Hernández [29] in the 2000s. Sensitivity analyses provided the qualitative and quantitative relationships between flutter response and several mechanical properties, such as the positive effect of augmenting the torsional inertia to increase the flutter speed. This was carried out taking advantage of the advances in the multi-mode flutter analyses of bridges developed in the 1990s by Agar [30] and Katsuchi et al. [31]. Later, some other investigations deepened in this approach, conducting further sensitivity analyses or parameter variation studies to ascertain the influence of relevant parameters of the bridge on its flutter velocity (see, for instance, Zhang [32] and Argentini et al. [33]).

Nevertheless, the first contribution reporting the optimization of a long-span bridge including an aeroelastic design constraint was the paper by Nieto et al. [34], where kinematic and flutter constraints were considered to optimize the size of the deck plates thicknesses of the Messina Bridge project. Later, in the recent investigations by Kusano et al. [35], this approach has been extended to have into account the inherent uncertainties in the identification of the flutter derivatives (see Sarkar et al. [36]), leading to the formulation of a probabilistic aeroelastic optimization problem.

However, in the aforementioned research studies, the girder geometry, which is one of the most important aspects in aeroelastic design, was not adopted as a shape design variable, constraining the ability of the optimization algorithm to effectively improve the design. This issue was addressed in the authors’ previous contributions (Cid Montoya et al. [37] and Cid Montoya et al. [38]), focusing on flutter-resistant design. The core idea was to develop an alternative approach to the classical design process of long-span bridges (see Chen and Duan [39]) aiming at achieving more efficient designs taking into account wind-induced effects. In Cid Montoya et al. [37], a fully numerical procedure was developed by combining CFD simulations with surrogate models, and estimating the aerodynamic loads acting on streamlined bridge decks by taking advantage of the quasi-steady (QS) formulation (Scanlan [40] and Chen and Kareem [41]). This methodology enabled the numerical assessment of the bridge flutter velocity as a function of the deck shape. Validated results showed the impact of the fairing angle, which was controlled by the width of the single-box deck cross-section, on the deck aerodynamics and the bridge flutter speed. Later, in Cid Montoya et al. [38], the formulation for the aero-structural shape optimization problem considering flutter was presented and successfully applied. The combined design demands of structural and flutter requirements highlighted the importance of the deck depth given its positive contribution to the bridge stiffness without worsening the aeroelastic characteristics in the considered design domain.

Long-span bridges need to be safe enough to withstand any relevant wind induced effect. Accordingly, this paper addresses the performance of bridges under buffeting (Hui et al. [42], Zasso et al. [43] and Lystad et al. [44]). This aeroelastic phenomenon caused by the inherent turbulence in the flow field affects the bridge’s performance throughout its service life. Buffeting-induced accelerations on the deck can cause instability of vehicles or discomfort to pedestrians (ISO 2631 [45]), which is a serviceability limit state, and stress and fatigue damages (Zhu et al. [46] and Repetto and Torrielli [47]), which are ultimate limit states. These responses are usually managed by designers by setting thresholds to the lateral, vertical, and torsional accelerations at several control points along the bridge deck for several wind velocities to address different scenarios (Stretto di Messina [48]). This leads to the consideration of a large number of responses that may require contradictory modifications in the buffeting-resistant design, in contrast to the flutter-resistant design where the only response to handle is the critical wind speed. The long-term goal of this research effort is to further develop an aero-structural optimization framework including not only these two phenomena but also vortex-induced vibrations (VIV) (Larsen and Poulin [49] and Diana et al. [50]), which also needs to be analyzed against being overstressed and fatigue strength on the deck members, and aerostatic stability (Boonyapinyo et al. [51]), which is an aerodynamic instability that can be a more restrictive ultimate limit state than flutter (Nagai et al. [52]).

It must be remarked the importance of adopting an adequate formulation for the aero-structural optimization problem in bridge design. In several engineering fields, the aerodynamic shape optimization problem is commonly formulated as a minimization of the aerodynamic loads. Applications can be found in multiple disciplines, such as in road vehicles (Muyl et al. [53]), where different parts of the car shape are optimized seeking the reduction of the drag, high-speed trains (Muñoz Paniagua and García [15]), where the shape of the head is optimized to minimize the drag and lift when running in the open air and the pressure pulse of two trains passing by, and tall buildings (Bernardini et al. [11], Mooneghi and Kargarmoakhar [54] and Elshaer et al. [12]), where the building cross-section shape is optimized to minimize the drag. These contributions demonstrated the effectiveness of shape optimization techniques to minimize the aerodynamic loads. On the contrary, in the field of wind energy generation, such as wind turbines design, the goal is to maximize the aerodynamic performance, or more specifically, the energy production (Chehouri et al. [55]). In aerospace engineering, the classic wing aerodynamic shape optimization problem seeks the minimization of the drag subject to some constraints which also involve the lift and moment coefficients (see, for instance, Hicks and Henne [4], Lyu et al. [6] and Skinner and Zare-Behrash [56]). In aircraft aero-structural shape optimization frameworks, the objective function also includes the weight of the structure (Martins et al. [7]).

On the other hand, according to Martins et al. [27], pure structural optimization frameworks for cable-stayed bridges have mainly focused on two key topics: (1) “cable-forces optimization”, and (2) “optimum design” aiming at minimizing the cost of the bridge. A comprehensive aero-structural shape optimization framework for the design of cable-stayed bridges should address these two goals but also consider the aeroelastic phenomena affecting the bridge performance. Hence, the aeroelastic responses should be formulated in the bridge engineering field as they are considered in real projects. As it can be seen, for instance, in the specifications for the Messina Strait Bridge (Stretto di Messina [48]), the aerelastic responses are limited by imposing specific thresholds. Therefore, they must be considered in the optimization problem as design constraints adopting as limit values the thresholds set in each particular project. Depending on the limit values adopted, the wind conditions at the bridge location, and the bridge design, the aeroelastic constraints can play either an active or passive role in the design process, which would result in different optimum designs. Moreover, the sensitivity of the aeroelastic responses with the deck shape will determine the capability of the deck shape design variables to act as effective passive countermeasures to achieve safe designs. These two aspects will impact the optimization outcome and their influence on the optimum deck shape must be further investigated.
This study addresses the aero-structural optimization problem of long-span bridges considering shape and size design variables in the deck cross-section, and size variables in the cable-supporting system. This set of design variables permits the control of both deck aerodynamics and its stiffness and mass contribution to the global bridge properties, as well as the stiffness contribution of the cable-supporting system. The importance of these factors for controlling the aeroelastic performance was summarized by Larsen and Larose [28] as “Aeroelasticity is roughly 20% aero- and 80% elasticity” to highlight the importance of the structural dynamics contribution to the aeroelastic response. On the other hand, the structural and aeroelastic performances, particularly buffeting accelerations, are considered design constraints. The impact of the limits adopted for the aeroelastic constraints on the optimum deck shape, as well as the capability of the deck shape design variables to mitigate these aeroelastic responses, are investigated. While this study is carried out in the frame of optimization problems, the concepts developed from this research can be generalized for wind-resistant design problems involving shape design variables.

The methodology for the buffeting-resistant aero-structural shape design of bridge decks was presented and formulated in a previous contribution (Cid Montoya et al. [57]), including the description of the surrogate model, CFD simulations, and buffeting analysis. The wind load model was formulated and its applicability for the design of long-span bridges was discussed based on measured flutter derivatives. Furthermore, parametric studies were conducted to investigate the relationship between the buffeting response of a single-box deck cable-stayed bridge and deck shape-dependent properties, such as deck stiffness, mass, and aerodynamics. It was found that the width of the deck, which controls the fairing angle and consequently the influential admittance functions, is very effective to mitigate the RMS of torsional and vertical accelerations of the bridge. Increasing the deck width leads to a decrease in the vertical response in exchange for increasing the torsional acceleration, while decreasing the deck width diminishes the torsional response. Hence, buffeting-resistant design entails taking trade-off decisions while considering the specific design parameters of each project. This makes optimization algorithms a powerful tool for addressing these challenges in the preliminary design stage of long-span bridges. In the present article, the methodology for the aero-structural shape optimization is conceptually introduced in Section 2, and the formulation is later developed in Section 3, where the specific characteristics of buffeting-resistant design optimization are addressed. The long-span cable-stayed bridge with a streamlined single-box deck cross-section used as an application example is described in Section 4. In Section 5, the buffeting responses of the optimum structural designs at the four wind velocities under study are presented along with shape parametric studies. Result are compared to the thresholds imposed for each wind velocity. This advances the results and design conclusions learned from parametric studies in previous investigations, since the relationship between the design variables and the buffeting responses are obtained after the design has been polished. This information is instrumental for the adequate interpretation of the optimum designs obtained in the frame of the complete aero-structural optimization of the bridge, which are reported in Section 6. Finally, the influence of the chosen set of aeroelastic design constraints on the optimum aero-structural design is discussed, leading to the definition of three types of aero-structural optimization problems depending on the behavior of the deck shape design variables. The validity of this classification is analyzed using the results of this study as well as the flutter-resistant optimization previously carried out in Cid Montoya et al. [38].

2. Aero-structural optimization framework considering shape and size design variables

This section describes the numerical framework that permits the formulation of an optimization problem aiming at obtaining the optimum bridge deck shape and plates’ size design, along with the optimal cable supporting system. The goal is to achieve sustainable, economical, and safe designs by minimizing the weight of the structure while accomplishing all the design constraints, including those related to gravitational loads and those related to buffeting-induced responses. In this context, the numerical evaluation of all the structural and aeroelastic responses of the bridge is a cardinal requirement. For this reason, this investigation takes advantage of the numerical procedure developed in Cid Montoya et al. [57] for the evaluation of the buffeting response of long-span bridges within a numerical design framework.

The first step to carry out the aero-structural optimization (Fig. 1) is the proper definition of the problem including the objective function, design variables (initial design and ranges of variation), design constraints, and design parameters (e.g. wind modeling). This conditions the following two steps, which are the construction of a parametrized finite element model (FEM), and a validated aerodynamic surrogate model (ASM). In the first case, the FEM will be responsible for providing for any combination of input design variables the required output, which includes displacements and stress responses for multiple control points and load cases, as well as modal data for the multi-mode aeroelastic analyses. In the second case, the ASM will have as input the deck shape design variables that control the deck aerodynamics, and the output will be the aerodynamic parameters required to obtain the aeroelastic responses. The construction of the ASM is conditioned by the definition of the problem, particularly by the lower and upper bound of the shape design variables, which define the shape design domain. Then, a sampling plan is carried out to set the designs that will be evaluated by means of CFD simulations to train the surrogate model. It must be remarked the importance of experimental validation and time and space verification of the CFD simulations to guarantee the accuracy of the surrogate model.

Once the FEM and ASM are available, the optimization framework can be developed by implementing a numerical scheme able to produce all the structural (e.g. kinematic and stress responses related to self-weight and service loads) and aeroelastic responses (e.g. buffeting accelerations) required in the formulation of the design constraints (output) for each set of design variables proposed by the optimization algorithm (input). This is defined in Fig. 1 as Bridge Multidisciplinary Analysis (BMA). First, a set of static analyses using the finite element model (FEM) of the full bridge are conducted for each gravitational load case. These can include self-weight and traffic service loads, and the responses are usually of kinematic and stress nature. Second, the procedure for obtaining the buffeting responses must be implemented, as shown in Fig. 1. This involves solving the eigenvalues problem using the FEM of the full bridge to obtain the natural frequencies and mode shapes. Then, taking advantage of the ASM and the quasi-steady formulation (Scanlan [40], Chen and Kareem [41] and Kavrakov and Morgenthal [58]), the aeroelastic self-excited and buffeting forces acting on streamlined bridge decks can be obtained from the approximated flutter derivatives and admittance functions. Then, the buffeting responses can be assessed by solving the multi-mode buffeting analysis using the information previously obtained and the specific wind model defined for the project under study. In this manner, all the responses required are available, providing the algorithm with all the required information to iteratively improve the design until reaching convergence. It must be highlighted that the independence of most of the procedures included in the BMA allows the application of parallel computing to reduce the computation burden. While this study is focused on the buffeting-resistant design of long-span bridges, the methodology is very versatile and can be further extended to include additional design constraints. Future investigations will address the aero-structural optimization problem considering additional aeroelastic responses, such as VIV and nonlinear aerostatic stability, by suitably extending the BMA to obtain the required responses.
3. Formulation of the aero-structural optimization problem

The aero-structural optimization of long-span bridges can be formulated as a constrained optimization problem where the objective function $F(x)$ is the property of the bridge to be minimized, commonly a sustainability or economical cost related quantity such as the weight or volume of the structure. The objective function depends on a set of design variables $x$, which are the properties of the bridge that the optimization algorithm can modify to achieve its goal. This problem is subject to lateral constraints ($x_{\text{min}} \leq x \leq x_{\text{max}}$), which establish the range of variation enabled for each design variable; and also to a number of design constraints ($g_i(x) < 0$, $i = 1...m$), which are the structural and aeroelastic performance requirements to be fulfilled by candidate designs. Since the responses of the bridge belong to different disciplines, this problem can be labeled as a multidisciplinary optimization problem (Martins and Lambe [59]). The formulation adopted to conduct the aero-structural optimization is posed to be solved using gradient-based optimization algorithms.

Fig. 1. Flowchart of the methodology for carrying out the aero-structural optimization. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The optimization algorithm used is Sequential Quadratic Programming (SQP). The objective function is formulated as:

\[
\min F(x) = \min F(B, H, t, A, N) = \min \left( A_i (B, H, t) L_D + P \sum_{i=1}^{n_s} A_i L_{i,i} \right),
\]

where the set of design variables \( x \) consists of the deck shape variables (the width \( B \) and the depth \( H \) of the deck cross-section), the deck plate thickness \( t \), and the stays cross-section areas \( A = [A_1, \ldots, A_{n_s}] \), and prestressing forces \( N = [N_1, \ldots, N_{n_b}] \), where \( n_s \) is the number of stays. \( P \) is the number of planes of stays, which in the case of long-span bridges is commonly 2. In this manner, the objective function provides the volume of the deck and stays, which is the quantity to minimize. The structural and aeroelastic constraints \( (\xi_i < 0) \) are the following:

1. Maximum displacements allowed in the deck and tower under self weight (SW). These limits are applied to the vertical displacements of the deck \( u^D \) and the horizontal displacements of the tops of the towers \( u^L \). These constraints are formulated as:

\[
\begin{align*}
\hat{\xi}_d^{u,SW} (x) &= \frac{u^D_{max}}{u^D_{max}} - 1 \leq 0, \quad d = 1, \ldots, n_d, \\
\hat{\xi}_l^{u,SW} (x) &= \frac{u^L_{max}}{u^L_{max}} - 1 \leq 0, \quad l = 1, \ldots, n_l,
\end{align*}
\]

and degree-of-freedom (DoF) used in Eqs. (2) and (3), can be written as:

\[
\begin{align*}
\hat{\xi}_d^{u, L_i} (x) &= \frac{u_{max}^{D, L_i}}{u_{max}^{D, L_i}} - 1 \leq 0, \quad d = 1, \ldots, n_d, \quad l = 1, \ldots, n_l, \\
\hat{\xi}_l^{u, L_i} (x) &= \frac{u_{max}^{T, L_i}}{u_{max}^{T, L_i}} - 1 \leq 0, \quad l = 1, \ldots, n_l.
\end{align*}
\]

2. Maximum displacements allowed in the deck and towers under different distributions \( L_i \) of \( n_l \) live loads. The formulation of these constraints, which are imposed in the same control points

![Fig. 2. Layout of the bridge FEM.](image)

![Fig. 3. Baseline G1 Scanlan’s cross-section and the deck shape variables \( \delta_B \) and \( \delta_H \).](image)
Fig. 4. Mode shapes of the deck normalized to displacements of the optimum structural design considering the G1 cross-section. Torsional DoF of the modes are expressed as $Z_{eq} = \theta \cdot B/2$. Natural frequencies and modes numeration can be found in Table 1. The location of the towers is indicated by a gray line and the center of the main span can be identified by a dashed gray line.

Fig. 5. Response surfaces of a subset of relevant properties on the optimum shape space $S^*$: (a) objective function $F$ (Eq. (1)), (b) deck plate thickness $t$, (c) structural mass moment $I_{S,M}$, (d) natural frequency of mode #1, (e) natural frequency of mode #11, and (f) natural frequency of mode #12 (see Table 1).

Fig. 6. BARS for the optimum designs in $S^*$ at wind speed $U = 45$ m/s in terms of RMS of accelerations at midspan in m/s$^2$. The torsional accelerations are expressed as the equivalent vertical accelerations of the deck according to $Z_{eq} = \theta \cdot B/2$. 

3. Maximum normal stresses allowed at the top and bottom fibers of the deck cross section for the \( n_i \) distributions of the live loads. The constraints are given by:

\[
g_k^{TF, L_j} (x) = \frac{\sigma_k^{TF, L_j}}{\sigma_{max}} - 1 \leq 0, \quad k = 1, \ldots, n_i, \quad l = 1, \ldots, n_k, \quad (i) \]

\[
g_k^{BF, L_j} (x) = \frac{\sigma_k^{BF, L_j}}{\sigma_{max}} - 1 \leq 0, \quad k = 1, \ldots, n_i, \quad l = 1, \ldots, n_k, \quad (ii) \]

where \( n_i \) is the number of control points along the deck at which this design constraint is evaluated, \( \sigma_{max} \) is the stress at the top fiber of the deck cross-section and \( \sigma_{max} \) represents the stress at the deck bottom fiber. These values can be obtained from the deck axial load and bending moments in a FEM based on beam and bar elements.

4. Maximum normal stress allowed in the stays for the live loads and self-weight load case. This constraint is applied to the \( n_i \) stays for each load case (SW and \( L_j \)), and is written as:

\[
g_i^{s, L_j} (x) = \frac{\sigma_i^{s, L_j}}{\sigma_{max}} - 1 \leq 0, \quad i = 1, \ldots, n_i, \quad l = 1, \ldots, n_k, \quad (i) \]

\[
g_i^{s, SW} (x) = \frac{\sigma_i^{s, SW}}{\sigma_{max}} - 1 \leq 0, \quad i = 1, \ldots, n_i, \quad (ii) \]

where \( \sigma_i^{s} \) is the stress at each stay \( i \), including the backstays.

5. Maximum allowed RMS of accelerations along the deck due to buffeting loads. The \( n_i \) buffeting control points are uniformly distributed along the deck. These constraints must be formulated for all the \( n_i \) wind velocities considered and the three DoF as:

\[
g_k^{RMS, j} (x) = \frac{\theta_k^{RMS, j}}{\theta_{RMS, j, max}} - 1 \leq 0, \quad j = 1, \ldots, n_j, \quad h = 1, \ldots, n_h, \quad (i) \]

\[
g_k^{RMS, j} (x) = \frac{u_k^{RMS, j}}{u_{RMS, j, max}} - 1 \leq 0, \quad j = 1, \ldots, n_j, \quad h = 1, \ldots, n_h, \quad (ii) \]

\[
g_k^{RMS, j} (x) = \frac{\theta_k^{RMS, j}}{\theta_{RMS, j, max}} - 1 \leq 0, \quad j = 1, \ldots, n_j, \quad h = 1, \ldots, n_h, \quad (i) \]

\[
g_k^{RMS, j} (x) = \frac{u_k^{RMS, j}}{u_{RMS, j, max}} - 1 \leq 0, \quad j = 1, \ldots, n_j, \quad h = 1, \ldots, n_h, \quad (ii) \]

where \( \theta_{RMS, j, max} \) and \( \theta_{RMS, j, max} \) are the RMS of lateral, vertical, and torsional accelerations of the bridge deck, respectively, obtained following the procedure described in Section 2 and using the multi-mode frequency domain approach (Scanlan [60] and Diana et al. [61]). It must be noted that while in flutter-resistant design optimization frameworks the aeroelastic response is limited by the minimum flutter velocity, here the threshold is the maximum allowed RMS of accelerations for each DoF, control point, and wind velocity \( \theta_{RMS, j, max} \), \( u_{RMS, j, max} \), and \( u_{RMS, j, max} \), leading to a relevant number of aeroelastic design constraints.

The maximum values adopted as bounds for each constraint are identified with the subindex \( max \). The values taken for those limits, which are based on codes and/or engineering practice criteria, are provided in Section 6.1. The design variables associated with the stays’ cross-sections area take the values of the inverse areas of the stays \( (1/A) \), aiming at easing the convergence of the optimization problem (see Eqs. (8) and (9) and Vanderplaats and Salajegheh [62]).

4. Description of the application case

The single-box long-span bridge used as an application example in this study is the same as the one adopted in Cid Montoya et al. [57] to facilitate the interpretation of the results. A detailed description of the model, the turbulent wind conditions, and the procedure adopted for the buffeting analyses can be found in that reference. A short description is presented here for completeness.

The cable-stayed bridge has a main span of 1316 m and two side spans of 540 m, which is in the order of magnitude of the Russky or Sutong bridges. The FEM of the structure is sketched in Fig. 2. The deck cross-section is the well-known Scanlan’s G1 section (Scanlan and Tomko [63]), similar to the deck cross-section of the main span of the Great Belt Bridge and described in Fig. 3, where the deck shape variables, width \( B \) and depth \( H \), are defined in terms of their relative variation \( \delta_B \) and \( \delta_H \), respectively. A maximum variation of \( \pm 10\% \) is enabled for both shape design variables, resulting in geometries with \( B/H \) ratios ranging from 5.84 to 8.73, and fairing angles \( \alpha_f \) between 35.70° to 92.63°. The aerodynamic response of the deck cross-sections included in the shape design domain is obtained from a surrogate model developed in Cid Montoya et al. [37]. In that study, the accuracy of the force coefficients obtained by 2D URANS CFD simulations, the performance of the QFS formulation in estimating the flutter derivatives, and the accuracy of the full surrogate-based numerical procedure to assess the flutter velocity as a function of the deck shape were successfully validated using experimental data obtained from sectional model wind tunnel tests of three different deck geometries. The Kriging surrogate has two inputs, which are the deck shape variables \( B \) and \( H \), and six outputs, namely the three force coefficients and their slopes that are required to apply the quasi-steady theory to estimate the flutter derivatives and admittance function. The surrogate model was built from 15 samples consisting of CFD simulations using 2D URANS and Menter’s \( k-\omega \) SST turbulence model that provides the force coefficients at wind angles of attack \( \alpha = 0° \) and \( \alpha = 2° \). This information can be used to calculate the slopes of the force coefficients at \( \alpha = 0° \) of streamlined deck cross-sections.

5. Buffeting response of the optimum structural bridge design configuration

The buffeting responses of the optimum structural designs are studied in this section in order to be later used to interpret the optimum aero-structural designs that will be reported in Section 6.

5.1. Structural optimization problem

The structural optimization problem is formulated as outlined in Section 3, without considering the buffeting constraints (Eqs. (10) to (12)), and assuming that the shape design variables define the geometry of the deck cross-section (\( B \) and \( H \)) are fixed. Consequently,
the formulation of the objective function can be rewritten for the structural optimization problem as

$$\min \ F(t, A, N) = A_e(t) L_D + P_i \sum_{i=1}^{40} A_i L_{s,i},$$

subject to

$$s_{r}^{S*}(x) = \frac{R_r}{R_{r,\text{max}}} \leq 0, \quad r = 1, \ldots, 1104,$$

where $s_{r}^{S*}$ represents all the structural design constraints included in Eqs. (2) to (9), being $r$ the number of each structural constraint, $R_r$ the structural response and $R_{r,\text{max}}$ the maximum value allowed for each response.

5.2. Optimum shape design space $S^*$

The structural optimization problem defined above makes it possible to obtain, for a given deck shape geometry (fixed values of the deck shape variables $B$ and $H$), the optimum structural values of the other design variables $t$, $A$ and $N$. This approach can be applied to any deck shape geometry included in the shape design space $S$, namely the design domain involving the shape design variables and their lower and upper bounds. The result of this procedure is a new design space composed by the optimum values of the design variables $t^*$, $A^*$ and $N^*$ for each pair of values of $B$ and $H$, which is defined as optimum shape design space $S^*$ (Cid Montoya et al. [38]). Therefore, the responses of the structural optimum bridge as a function of the shape design variables $B$ and $H$ can be represented in this new design space. Note that the symbol $^*$, when referred to any property or design variable...
of the bridge design, denotes the result of the structural optimization process, or in other words, the optimum structural design.

5.3. Dynamic responses of the bridge over \( S^\ast \)

The natural frequencies of the initial and optimum structural design considering the G1 baseline deck cross-section (\( B = 40 \text{ m} \) and \( H = 5.6 \text{ m} \), see Section 4) are shown in Table 1, while the mode shapes of the optimum are plotted in Fig. 4.

Fig. 5 shows a subset of response surfaces of relevant properties over \( S^\ast \), including the objective function \( F \), the deck plate thickness \( \ell \), the structural mass moment of inertia \( I_\ell \), and three representative natural frequencies: the first lateral mode \( f_1 \) “L1s”, and the most relevant torsional modes \( f_{11} \) “T1s & L3s” and \( f_{12} \) “T1s” (see Fig. 4).

5.4. Buffeting responses over \( S^\ast \): Interpretation from the designer’s perspective

The influence of the deck shape on the buffeting response is analyzed in this Section. Buffeting responses are represented as response surfaces as a function of the deck shape, defined as buffeting acceleration response surface (BARS). These responses in \( S^\ast \) are the ones that the optimization algorithm will find in the last stages of the convergence process when approaching the neighborhood of the optimum design. Therefore, they can be used to interpret the optimum designs obtained and the design decisions taken by the optimization algorithm in the complete aero-structural optimization problem, particularly for the shape design variables \( B \) and \( H \).

Fig. 6 shows the accelerations of the three DoF at midspan along with the maximum acceleration found along the deck for each DoF. It must be remarked the sensitivity of the buffeting response with the deck width \( B \), as it was reported in detail in Cid Montoya et al. [57] for the initial design of the bridge. Similar tendencies are found here in \( S^\ast \), where the vertical accelerations are higher for narrow decks, while wider deck designs produce higher torsional accelerations. On the other hand, the lateral accelerations are irrelevant in the chosen design domain.

Finding the area of the design domain where the responses surpass the values adopted as the maximum allowed accelerations permits the identification of the feasible and unfeasible domain regions. The limit values adopted for the buffeting accelerations were selected based on information found in the literature. A relevant source is the International Organization for Standardization (ISO), particularly the code ISO 2631 [45], where maximum accelerations for human discomfort are provided. Also, in the specifications for the Messina Strait Bridge (Stretto di Messina [48]), a set of requirements to verify the stress and fatigue strength of the deck members were set for buffeting accelerations under turbulent winds characterized in terms of turbulence intensity as \( I_B = 7\% \), \( I_U = 0.75I_B \) and \( I_w = 0.50I_B \). All these requirements are summarized in Table 2.

Hence, the limit values adopted are \( \mu_{RMS,max}(U) = [0.005, 0.04, 0.15, 0.30] \text{ m/s}^2 \) for the lateral accelerations, \( \mu_{RMS,max}(U) = [0.0175, 0.12, 0.3, 0.65] \text{ m/s}^2 \) for the vertical response, and for the torsional response \( Z_{T, RMS,max}(U) = [0.005, 0.05, 0.15, 0.35] \text{ m/s}^2 \). These limit values adopted for the buffeting accelerations correspond to the following wind intervals: \( U_1 = [0 \text{ m/s}] \), \( U_2 = [15 \text{ m/s}] \), \( U_3 = [30 \text{ m/s}] \) and \( U_4 = [45 \text{ m/s}] \). The buffeting responses are calculated for the maximum velocity of each range \( U = [15, 30, 45, 60] \text{ m/s} \).
and are checked against the maximum accelerations allowed for each wind velocity.

Fig. 7 shows the whole picture of the buffeting accelerations design constraints for the set of wind velocities under study $U = [15, 30, 45, 60] \text{ m/s}$. In this figure, the values shown are the maximum RMS of accelerations along the entire deck. They are represented along the whole picture of the buffeting accelerations design constraints. Also, the desired goal of reducing the objective function $F$ (Eq. (1)) leads to another trade-off between these constraints and $F$, which highlights the need for adopting optimization procedures to find the most efficient design.

6. Aero-structural optimization of the bridge considering shape and size design variables

6.1. Definition of the problem

The formulation of the aero-structural optimization problem has been presented in Section 3 and the application case was briefly introduced in Section 4. The initial design of the design variables and the limits of their lateral constraints, namely lower and upper bounds, are given in Table 3, and all information related to the constraints are provided in Table 4. This table classifies the different design constraints, provides the limit values, and indicates the number of response points used for each constraint. It can be noted that there are three groups of response points distributed along the deck: a set of 38 points at the location of the stays anchorages used to control the deck displacements (see Eq. (20)), a set of 88 control points to check the stress levels along the deck (Eqs. (6) and (7)), and another set of 171 response points uniformly distributed to evaluate the RMS of accelerations at four wind velocities (Eqs. (10) to (12)). The set of gravitational load cases includes the self weight (SW) of the structure and four live load cases ($L_1$, $L_2$, $L_3$, and $L_4$) to model some arrangements of service traffic loads on the deck. These live loads are modeled by a uniformly distributed load of 136 kN/m along the whole bridge in the first case ($L_1$), and along the left, center, and right spans in the second ($L_2$), third ($L_3$), and fourth ($L_4$) cases, respectively. The limit values adopted for the buffeting accelerations were discussed in Section 5.4 and are also summarized in Table 4.
Optimization process is given in Fig. 8 (a), where the distribution of plate thickness. The convergence of the objective function along the achieved mainly by the reduction in the volume of the deck, finding the objective function $F$ of the main design variables, properties and design constraints of the absolute variations are provided. Also, a summary of the variations summarized in Table 5, where the properties of the initial design are modified. The objective function value along the optimization process. 

Fig. 9 summarizes the changes adopted for the shape and size of the deck. The cross-section area of most of the stays of the bridge below the design threshold as shown in Fig. 8 (b) for the RMS of vertical accelerations. The cross-section area of most of the stays of the bridge is slightly less wide. This deck design keeps the aeroelastic responses in the stiffness properties of the deck girder, and the optimum deck is slightly less wide. This deck design keeps the aeroelastic responses in the stiffness properties of the deck girder, and the optimum deck is

### 6.2. Optimization results

This section reports the results of the aero-structural optimization design problem considering the set of constraints described in Table 4. The modifications carried out by the optimization algorithm are summarized in Table 5, where the properties of the initial design are compared with the ones of the optimum design, and the relative and absolute variations are provided. Also, a summary of the variations of the main design variables, properties and design constraints of the bridge are reported in Figs. 8 to 12. The optimization algorithm has been able to reduce the amount of material of the bridge, namely the objective function $F$, by 8.6%, which would allow a noticeable reduction in terms of the economic cost of the structure. This was achieved mainly by the reduction in the volume of the deck, finding a more efficient deck shape that enables the reduction of the deck plate thickness. The convergence of the objective function along the optimization process is given in Fig. 8 (a), where the distribution of material between the deck and the stays is indicated. It can be noted in this figure the important role played by the deck thickness in the objective function value along the optimization process.

Fig. 9 summarizes the changes adopted for the shape and size design variables. It can be seen that the depth of the deck cross-section is increased to the upper bound, given its important contribution to the stiffness properties of the deck girder, and the optimum deck is slightly less wide. This deck design keeps the aeroelastic responses below the design threshold as shown in Fig. 8 (b) for the RMS of vertical accelerations. The cross-section area of most of the stays of the bridge is reduced, and the uniform distribution of cross-section area adopted in the initial design is modified, providing more efficient distribution of cross-section areas, as shown in Fig. 9. The cross-section area of the backstays and the stays next to the main span is increased, given the important role played by these stays to improve the performance of the bridge against gravitational loads. This is shown in Fig. 10 (b), where the convergence of the cross-section area of three relevant stays are compared with the structural design constraints related to the horizontal displacement at the top of the tower and the vertical displacements of the deck.
Fig. 11. Subset of the most representative structural responses and design constraints. On the left side (a, c, e, and g), the values of the structural design constraints for the initial and optimum design are compared. On the right side (b, d, f, and h), the structural behavior of the optimum design obtained with the FEM with a deformation scale factor 50 is provided. Figures (a) and (b) show the deck displacements for load case $L_2$ (Eq. (4)); (c) shows the deck bottom fiber stress constraint for load case $L_0$ (Eq. (7)); (d) shows the deck axial load for load case $L_0$, which condition the top and bottom fiber stress of the deck; and (e), (f), (g), and (h) shows the stress in the stays for load cases $L_2$ and $L_3$ (Eq. (8)). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Figs. 10 and 11 show the values of a subset of structural performance-related constraints (see Eqs. (2) to (9)), which depend on the gravitational load cases described in Section 6.1. It can be seen in Fig. 10 that the constraints related to the horizontal displacement of the top of the towers (Eqs. (3) and (5)) are only active for the load case $L_2$, (Eq. (4), (c) shows the deck bottom fiber stress constraint for load case $L_0$ (Eq. (7)); (d) shows the deck axial load for load case $L_0$, which condition the top and bottom fiber stress of the deck; and (e), (f), (g), and (h) shows the stress in the stays for load cases $L_2$ and $L_3$ (Eq. (8)). For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Also, the deck stress constraints (Eqs. (6) and (7)) play an important role in the optimization since they constrain the admissible value of the deck plate thickness. It can be observed in Fig. 11 (c) that the stress constraint at the bottom fiber of the deck for load case $L_0$ is active in the neighborhoods of the towers. This is the classical behavior of cable-stayed bridges, since the cable-supporting system generates high normal stress levels in the deck position next to the towers, as described in Fig. 11 (d). On the other hand, Fig. 11 (e) and (g) show the values of the stays' stress constraints (Eqs. (8) and (9)) for loads $L_2$ and $L_3$, respectively. For these constraints, the three load cases $L_1$, $L_2$ and $L_3$ are active at different locations of the deck, highlighting the need for considering all the relevant gravitational load cases in the optimization problem, as well as a relatively large number of control points along the deck.
It can be observed in Figs. 10 and 11 that kinematic and stress constraints at the deck, towers, and stays are active. It is important to remark that all constraints must be considered in the optimization process in order to achieve optimum designs with an adequate performance level for all responses, independently of their nature. In general, the behavior of the bridge under the gravitational loads is similar to the application case reported in Cid Montoya et al. [38].

Fig. 12 reports the design constraints related to the buffeting accelerations formulated in Eqs. (10) to (12) with the limit values indicated in Table 4. Fig. 12 (a), (c), and (e) show the bridge buffeting responses in terms of RMS of accelerations at midspan and the maximum response found along the deck as a function of the wind velocity for both initial and optimum designs. Also, the adopted limit values reported in Table 4 and the highest value of the normalized constraints (Eqs. (10) to (12)) are indicated. The value of these normalized constraints along the deck are shown in Fig. 12 (b), (d), and (f) for wind velocity $U = 45$ m/s.

It is shown in Fig. 12 (d) that the design is driven by the vertical acceleration constraint for $U = 45$ m/s at the lateral spans, although this constraint is also close to getting active at the main span. The role of the vertical constraint for $U = 45$ m/s at the optimum design and the optimization process is highlighted in Fig. 8 (b), whose convergence is plotted along with the shape design variables, showing the influence of this constraint on both $B$ and $H$ design variables. The fact of having the maximum response at different locations along the deck highlights the need for imposing a large number of design constraints along the deck in the optimization process in order to guarantee that the acceleration at any location along the deck never exceeds the design limit, as formulated in Eqs. (10) to (12). Furthermore, other constraints are close to get active at the optimum design, such as the vertical constraint for $U = 60$ m/s, and torsional constraints for $U = 45$ m/s and 60 m/s. The torsional response shows a one-wave response type, which means that the midspan constraint is representative of the buffeting performance for this DoF. On the other hand, it is shown that the lateral constraints are irrelevant for the definition of the optimum design.

In order to better understand how the buffeting design constraints in terms of RMS have been modified throughout the optimization process, it is interesting to analyze the changes in the PSDs of the buffeting accelerations. Fig. 13 compares the PSDs of vertical accelerations for the initial and optimum designs at midspan (control point #86) and control point #163 (symmetric of control point #9), which is the deck cross-section where the vertical buffeting constraint is active at $U = 45$ m/s, as shown in Fig. 12 (d). The vertical PSD at midspan (section...
Fig. 13. PSDs of vertical accelerations at wind velocity $U = 45\text{ m/s}$ for the initial and optimum designs: (a) and (b) show the PSD value for each deck section and frequency; (c) compares the PSD at midspan (section #86); and (d) compares the PSD at section #163 (symmetric of #9). The most influential natural frequencies of the initial design are indicated (see Table 1). Values of RMS of accelerations in $\text{m/s}^2$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 14. PSDs of horizontal accelerations at wind velocity $U = 45\text{ m/s}$: (a) shows a comparison of the initial and optimum design at midspan (section #86); and (b) shows the value of the PSD for each deck section and frequency value. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

#86) is slightly modified along the optimization process, particularly the peaks related to modes "V1s", "V3s", and "V5s", as shown in Fig. 13 (c). This leads to a moderate increase in the value of the vertical RMS, which has no influence on the design optimization. However, at deck control point #163, the maximum allowed value of RMS is reached, as it can be seen in Fig. 13 (d), and therefore the constraint is active, as shown in Fig. 12 (d). It can be observed that the PSD of control point #163 is different from the PSD at midspan, where the main symmetric vertical modes are more influential. Both the symmetric vertical modes (indicated in black color) and modes "V2a", "V4a" and "V7s" (in red color) are influential on the response. This is so because these last three modes present a one-wave response over the lateral span, as shown in
7. Discussion: Influence of the aeroelastic design constraints on the optimum design

7.1. Sets of maximum allowed values for the buffeting design constraints

Aiming to analyze the influence of the buffeting constraints on the deck shape design, and the ability of the deck shape variables to handle aeroelastic constraints, four additional optimization cases have been studied considering different sets of the maximum allowed values for the buffeting constraints. These sets are described in Table 6. It must be noted that Set #2 is the one previously reported in Section 6.2 (see Table 4), and it is provided here for completeness.

7.2. Optimum aero-structural designs

The optimum designs obtained from the aero-structural optimization, for the sets of buffeting constraints given in Table 6, are reported in Table 7. In this table, the optimum design values obtained for the stays are summarized by means of the backstay average cross-section area $\overline{A^B}$, the average area of the other 38 stays $\overline{A^s}$, and the average value of the prestressing forces of all the stays of the bridge $\overline{N}^*$. Note that the symbol $^*$, when referred to any property or design variable of the bridge, denotes the optimum aero-structural design, while the symbol $^*$ stands for the optimum structural design, as indicated in Section 5.2. The buffeting constraints that become active at the end of each optimization process are also listed in Table 7. The design constraints related to gravitational loads present similar results as those shown in Figs. 10 and 11.

7.3. Analysis of the optimum deck geometries

The buffeting responses are mainly controlled in this particular problem by the deck shape design variable $B$, while $H$ takes the maximum allowed value in all the studied cases. This is so because higher values of $H$ result in stiffer and lighter deck cross-sections, without noticeably worsening the aerodynamic responses.

Fig. 16 sketches the optimum geometries compared with the geometry of the initial deck shape design in order to point out the differences introduced by the optimization algorithm for each case. Based on the values adopted for each set of constraints (Table 6), it can be inferred, in general terms, that for more demanding aeroelastic constraints, more streamlined deck cross-sections are required, but always providing high stiffness by increasing the deck depth, since this makes possible to reduce the deck plates thickness and consequently reduce the objective function. This is true while the optimum designs are located over $S^*$. When more demanding constraints are adopted, the optimization algorithm must find the balance between the deck shape and size to obtain efficient designs that fulfill all structural and aeroelastic design constraints, as was the case of the set #5. This will be discussed in detail below.

7.4. Interpretation from the optimum design space $S^*$ perspective

The relevance of the deck shape design variables in the aeroelastic design of long-span bridges, and their relationship with the aeroelastic design constraints, was introduced in the above paragraphs. Other size-related design variables, such as the cable-supporting system and deck plates thickness, are controlled by the structural design constraints, and their optimum values (see Table 7) are in accordance with the optimum structural design obtained for those deck shapes, as reported in Section 5. Hence, the optimum designs can be interpreted taking advantage of the optimum design space $S^*$ concept.
On the other hand, the designs obtained when the aeroelastic constraints are active are commented on in the following paragraphs. They can be compared with the design obtained from set #1 in order to understand the role of the aeroelastic constraints in the deck shape design.

In the case of set #2, which was previously analyzed in Section 6.2, the optimization algorithm found the optimum design at \( B^* = 38.33\) m and \( H^* = 6.16\) m, finding a compromise between minimizing the objective function and accomplishing the vertical buffeting constraint for \( U = 45\) m/s, as shown in Fig. 17. The optimum design was found after several iterations of the shape design variables around the neighborhood of the optimum design, as is also shown in Fig. 8 (b), where it can be seen that the width of the section plays a crucial role to achieve the minimum value of \( F\) without violating the buffeting constraint. Furthermore, the role of the active buffeting constraint to define the feasible design domain, and how this impacts the value of the objective function at the optimum design, are graphically analyzed in Fig. 18.

A similar situation is found for the set of buffeting constraints #3. However, the maximum acceleration values adopted in this case are more demanding, hence the algorithm needs to modify the deck cross-section to produce a more streamlined geometry (increasing \( B\)) that reduces the buffeting response, even though this implies an increase in the value of \( F\) (see Table 7). This situation is depicted in Fig. 19, where it can be seen that the active aeroelastic constraint is \( g_{\mu}^{\text{EMS}}(x^*)\), since in this case the constraint at \( U = 60\) m/s is more demanding than at \( U = 45\) m/s.

The optimum aero-structural designs found for the first three sets of buffeting constraints studied so far are located over the optimum design space \( S^*\). In other words, these designs are on the optimum design surface that would be found in an aeroelastic optimization problem with the same structural constraints for those deck shape geometries, as described in Section 5.2 and in Cid Montoya et al. [38]. Hence, \( F(x^*) \approx F(x'^*)\). However, when more demanding aeroelastic design constraints are adopted, the optimum aero-structural design would need to move away from the structural optimum surface in order to fulfill the aeroelastic constraints, resulting in \( F(x'^*) > F(x^*)\). This is the case of the optimization results obtained for sets #4 and #5.

For set #4, no feasible design region can be identified on \( S^*\) (see Fig. 17) due to the more demanding aeroelastic design constraint. Therefore, the algorithm needs to modify all the size-related design variables (mainly the deck plate thickness), along with the deck shape variables, to fulfill all the structural and aeroelastic requirements. The role of the aeroelastic constraints is graphically represented in Fig. 20. The buffeting design constraints \( g_{\mu}^{\text{EMS}}(x^*)\) and \( g_{\mu}^{\text{EMS}}(x'^*)\) over \( S^*\) are represented in Fig. 20 (a). It is noteworthy that \( g_{\mu}^{\text{EMS}}(x'^*)\) is violated in the whole shape space \( S^*\) except in the neighborhoods of \( \delta_B = +10\% \) and \( \delta_H = +10\% \), while \( g_{\mu}^{\text{EMS}}(x^*)\) is violated for designs with high values of \( \delta_B\). On Fig. 20 (b), the optimum aero-structural design is plotted along with the value of \( F(x'^*)\) for the optimum structural designs on \( S^*\). It can be seen that the objective function associated with the aero-structural optimal design \( F(x'^*)\) is larger than the value of \( F\) associated with the optimum structural design \( F(x^*)\) for the same values of the shape design variables \( B\) and \( H\) due to the larger thickness required. This is the result of the modifications made on the design to fulfill the aeroelastic design constraints that cannot be managed only by modifications on the deck shape variables. Hence, the optimum aero-structural design is in this case above \( S^*\), since \( F(x'^*) > F(x^*)\).

The situation reported for set #4 is even clearer at the optimum aero-structural design obtained for the set #5. Three buffeting constraints are simultaneously active here \( (g_{\mu}^{\text{EMS}}(x^*), g_{\mu}^{\text{EMS}}(x'^*)\) and \( g_{\mu}^{\text{EMS}}(x'^*))\), and the value of the thickness is increased (see Table 7) compared to the structural optimum thickness expected for that deck shape design, that would be around \( t^* \approx 2.175\) cm (see Fig. 5) while the aero-structural optimum is \( t^* = 2.3\) cm. In this case, the increase in \( F\) and \( t\) are higher than for set #4, since the requirements posed by the aeroelastic constraints are higher.
Fig. 17. Optimum deck shape design obtained for some of the buffeting constraints set. Buffeting constraints are represented over the shape design space following the procedure adopted in Fig. 7: lateral in green, vertical in red and torsional in blue. The initial deck shape design is indicated by a yellow square and the optimum deck shape design by a yellow star, while the evolution along the optimization process is represented by white squares. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 6
Sets of values for the buffeting constraints (Eqs. (10) to (12)).

<table>
<thead>
<tr>
<th>Constraint set #</th>
<th>RMS of lateral accel. [m²/s]</th>
<th>RMS of vertical accel. [m²/s]</th>
<th>RMS of torsional accel. Z_{eq} [m²/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \ddot{u}_{15} )</td>
<td>( \ddot{u}_{45} )</td>
<td>( \ddot{u}_{30} )</td>
</tr>
<tr>
<td>2 ( ^{a} )</td>
<td>0.0050</td>
<td>0.04</td>
<td>0.15</td>
</tr>
<tr>
<td>3</td>
<td>0.0050</td>
<td>0.04</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>0.0025</td>
<td>0.02</td>
<td>0.15</td>
</tr>
<tr>
<td>5</td>
<td>0.0050</td>
<td>0.04</td>
<td>0.15</td>
</tr>
</tbody>
</table>

The constraints active in the optimization process are indicated in bold and underlined (see Table 7).

Set #2 is the case analyzed in Section 6 and it is included here as a reference.

Table 7
Subset of optimum values of the main design variables for the aero-structural optimization considering the set of constraints reported in Table 6.

<table>
<thead>
<tr>
<th>Constraint Set #</th>
<th>Iter.</th>
<th>( F^o ) [m³]</th>
<th>( B^o ) [m]</th>
<th>( H^o ) [m]</th>
<th>( r^o ) [cm]</th>
<th>( \bar{F}^o ) [m²]</th>
<th>( \bar{H}^o ) [m²]</th>
<th>( N^o ) [MPa]</th>
<th>Active buffeting constraints ( ^{b} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>57</td>
<td>6937.02</td>
<td>36.000</td>
<td>6.160</td>
<td>2.407</td>
<td>0.5412</td>
<td>0.0394</td>
<td>490.3</td>
<td>None ( ^{b} )</td>
</tr>
<tr>
<td>2 ( ^{a} )</td>
<td>81</td>
<td>6964.18</td>
<td>38.327</td>
<td>6.160</td>
<td>2.303</td>
<td>0.5451</td>
<td>0.0403</td>
<td>475.5</td>
<td>( \ddot{u}_{45} )</td>
</tr>
<tr>
<td>3</td>
<td>68</td>
<td>6998.57</td>
<td>40.536</td>
<td>6.160</td>
<td>2.209</td>
<td>0.5410</td>
<td>0.0409</td>
<td>456.0</td>
<td>( \ddot{u}_{60} )</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
<td>7038.14</td>
<td>42.462</td>
<td>6.160</td>
<td>2.153</td>
<td>0.5395</td>
<td>0.0397</td>
<td>453.6</td>
<td>( \ddot{u}_{60} )</td>
</tr>
<tr>
<td>5</td>
<td>79</td>
<td>7306.71</td>
<td>41.438</td>
<td>6.160</td>
<td>2.290</td>
<td>0.5160</td>
<td>0.0423</td>
<td>443.4</td>
<td>( \ddot{u}_{45} )</td>
</tr>
</tbody>
</table>

Set #2 is the case analyzed in Section 6 and it is included here as a reference.

\( ^{a} \) Vertical response, \( \theta \) = rotational response, \( l \) = active constraint at lateral span, \( m \) = active constraint at main span. The number indicates the wind velocity of the active constraint.

7.5. Identification of three different types of aero-structural shape optimization problems

The behavior of the optimization algorithm for different sets of design constraints limit values has been discussed in the previous sections. Based on the information provided by the structural optimum shape space \( \mathcal{S}^o \) and the similitude or differences between the aero-structural and purely optimum structural designs, three different types of aero-structural shape optimization problems can be identified, which are conceptually described below:
Fig. 18. Interpretation of the optimum design obtained for Set #2. The maximum RMS of the vertical acceleration at \( U = 45 \text{ m/s} \) (Eq. (11)) is depicted to show how it conditions the optimum value of the objective function \( F(x) \) (Eq. (1), Fig. 5). It must be noted that Figure (a) is rotated \( 90^\circ \) to facilitate its interpretation.

Fig. 19. Interpretation of the optimum design obtained for Set #3. The maximum RMS of vertical acceleration at \( U = 60 \text{ m/s} \) (Eq. (11)) is depicted in Figure (a) to show how it conditions the optimum value of the objective function \( F(x) \) (Eq. (1), Fig. 5) in Figure (b).

Fig. 20. Interpretation of the optimum design obtained for Set #4: (a) shows the most relevant aeroelastic design constraints (\( g_{\text{RMS}}^w(\mathbf{x}^*) \) and \( g_{\text{RMS}}^\theta(\mathbf{x}^*) \)) over \( S^* \), while (b) shows the value of \( F(x^*) \) obtained in the aero-structural optimization compared with the value of \( F(x^o) \) of the optimum structural designs. The difference is expressed as \( \Delta F = F(x^o) - F(x^*) \).

- Type I: Aeroelastic constraints are not active at the optimum. Only the structural constraints are active. In this case, the aero-structural optimum deck shape corresponds to the deck geometry with the lowest value of the objective function in \( S^* \) (see Fig. 17). Hence, the optimum aero-structural design will be the same as the optimum structural design considering the same deck shape, therefore \( F(x^o) \approx F(x^*) \). This was the case of the optimization problem considering the set #1 of design constraints (see Table 6).
- Type II: Aeroelastic and structural constraints are both active and the optimum aero-structural design is on \( S^* \). In this situation, one or more aeroelastic constraints are active at the optimum design, and they are controlled mainly by the deck shape design.
variables. The optimum design is similar to the one that would be obtained conducting an structural optimization considering the deck cross-section as a fixed parameter, since the optimum aero-structural design is on $S^*$. Hence, $F(x^*) = F(x^*)$. The optimum deck cross-section will be the one with the lowest value of $F$ in the feasible design regions over $S^*$, or, in other words, where the aeroelastic constraints are not violated $g_{ae} \leq 0$ (see Fig. 17). This was the case of the optimization problem solved for sets #2 (see Fig. 18) and #3 (see Fig. 19).

- Type III: Aeroelastic and structural constraints are both active and the optimum aero-structural design is above $S^*$. Hence, the optimization algorithm needs to use all the available design variables in the problem to accomplish the aeroelastic requirements. The optimum deck shape is the one that makes it possible to reach a design with the lowest objective function value that fulfills the aeroelastic constraints, and the most effective deck shape design to achieve this goal is the one where the value of $g_{ae}$ is the lowest so the size design variables are as low as possible. Consequently, the bridge optimum design will be different from the structural optimization considering the deck cross-section as a fixed parameter, since the size variables are adjusted to fulfill all aeroelastic design constraints. This can be appreciated in Fig. 20, where the optimum aero-structural design $F^*$ is above the value of $F^*$ for the designs in $S^*$. Therefore, $F(x^*) > F(x^*)$. Examples of Type III are sets #4, where only one aeroelastic design constraint is active at the optimum (see Fig. 20), and #5, where three aeroelastic constraints are simultaneously active for the optimum design.

The same pattern can be identified in the results reported in Cid Montoya et al. [38], where the aero-structural optimization was performed considering flutter as aeroelastic design constraint and five different values of minimum flutter velocity were imposed: $U_{f,\min} = \{110, 115, 120, 125, 130\}$ m/s. This is represented in Fig. 21, where the aero-structural optimum designs (black dots) are compared with the flutter velocity response surface over $S^*$ (gray surface), and the constraint limit for each case in terms of minimum flutter velocity (horizontal flat planes in gray, red, blue and black). The first two examples $(U_{f,\min} = 110 \text{ m/s and } 115 \text{ m/s})$ can be classified as Type I, since $U_f(x^*) \approx U_f(x^*) \approx 118.8 \text{ m/s} > U_{f,\min}$. The situation for the application examples considering $U_{f,\min} = 120 \text{ m/s and 125 m/s}$ corresponds to Type II, since the flutter constraint is active at the optimum, and $U_f(x^*) \approx U_f(x^*) \approx U_{f,\min}$. The last example, $U_{f,\min} = 130 \text{ m/s}$, can be classified as Type III, hence, $U_f(x^*) \approx U_f(x^*) > U_{f,\min}$, since the algorithm required to increase to deck plate thickness to increase the flutter velocity and reach the minimum imposed value.

8. Concluding remarks

This paper discussed the tailoring of deck shape design variables to mitigate aeroelastic responses of bridges using aero-structural optimization. With this aim, an efficient numerical design framework was introduced to carry out the aero-structural optimization of bridges with streamlined decks considering structural and buffeting constraints. The methodology includes deck shape design variables as well as the size related design variables. It permits the application of parallelization techniques at both the optimization and response evaluation levels, which makes it possible to obtain optimum aero-structural designs of full bridges with modest computational effort.

A long-span cable-stayed bridge has been successfully optimized, reducing the total material volume by 8.6%, while meeting all imposed structural and aeroelastic design constraints. This has been achieved by increasing the depth, slightly reducing the width and the deck plate thickness, and redistributing the stays’ cross-section area along the deck. In this case study, it has been found that the deck shape design is determined mainly by its width, since the fairing angle of the deck cross-section is very sensitive to the value of this deck shape variable, and consequently $B$ controls the aerodynamic responses. Particularly, both the vertical and torsional buffeting RMS of accelerations are very sensitive to the value of $B$, and therefore the optimization algorithm uses this shape variable to accomplish the aeroelastic requirements.

Moreover, the relationship between the aeroelastic design constraints and the aero-structural optimum deck shape designs has been analyzed by optimizing the bridge adopting different sets of thresholds in the aeroelastic design constraints. Different results have been obtained for each case studied and it has been found that the role of the deck shape design variables may change depending on the level of demand posed by the aeroelastic design constraints. Three different types of aero-structural optimization problems have been identified, where the optimization algorithm manages the design variables and design constraints in different ways. Hence, a classification of three different aero-structural optimization problems has been proposed. The implication of the concept derived from this classification can be generalized for other wind-resistant design problems involving shape design variables.

Future research will address the development of a comprehensive aero-structural optimization framework including all aeroelastic responses that may impact the bridge stability and performance, including flutter, nonlinear aerostatic stability, buffeting, and VIV. Furthermore, additional advanced numerical frameworks must be developed building upon the one proposed in this study to deal with the nonlinear aeroelastic effects that can be observed in bluff body aerodynamics.

CRediT authorship contribution statement

M. Cid Montoya: Conceptualization, Methodology, Software, Formal analysis, Writing – original draft, Writing – review & editing, Visualization. S. Hernández: Conceptualization, Supervision, Writing – review & editing. A. Kareem: Conceptualization, Supervision, Writing – review & editing.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.
Acknowledgments

M. Cid Montoya was funded by the Xunta de Galicia (Galician regional government) and the Fulbright Scholar Program with reference ED481B2018/053. S. Hernández was funded by the Xunta de Galicia, including FEDER funding, with reference ED431C 2017/72. A. Kareem especially thanks NSF support under grant CMMI #1612843. The authors fully acknowledge the support received.

References

[26] Galicia, including FEDER funding, with reference ED431C 2017/72. A. Hernández especially thanks NSF support under grant CMMI #1612843. The authors fully acknowledge the support received.

Engineering Structures 270 (2022) 114067